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Abstract

The ATLAS Experiment at LHC is used for fundamental research in
particle physics. For its HL-LHC TDAQ system upgrade, new ASICs
were developed. The Read-Out Controller (ROC) is such an on-detector
radiation-tolerant ASIC that acts as a concentrator, buffer, filter and real-
time data packet processor for the new end-cap muon detectors. The the-
sis presents its elaboration, implementation, quality assurance and control
with emphasis on real-world experimental results. The IC is implemented
in a 130 nm CMOS technology, resulted in a square die of 22.5 mm2 with
232 pads and is packaged as 16×16 BGA. The design and its performance
model were validated using custom analog and digital functional FPGA-
based test setups. The digital test setup emulates the asynchronous chip
context, employs optimizations and automatic clock and data synchro-
nization and is used for mass-testing. The ROC’s operation was tested
while controlled ultrafast neutron beams were incident to its die. Its toler-
ance to the induced SEUs was evaluated and predictions for the operating
environment were made. A proposed implementation of an FPGA Inte-
grated Logic Analyzer that mitigates the observed limitations and con-
straints of the existing ones is included. The ROC design passed reviews
within the ATLAS Collaboration and is included in the TDAQ system.

Rezumat

Experimentul ATLAS de la LHC este utilizat pentru cercetare fun-
damentală ı̂n fizica particulelor. Pentru modernizarea HL-LHC a siste-
mului său TDAQ, noi ASIC-uri au fost dezvoltate. Circuitul Read-Out
Controller (ROC) este un astfel de ASIC tolerant la radiat, ie cu rolul de
concentrator, amortizor, filtru s, i procesor ı̂n timp real de pachete de date
de la noile detectoare de miuoni. Această teză prezintă elaborarea, im-
plementarea, asigurarea s, i controlul calităt, ii sale cu accent pe rezultate
experimentale din lumea reală. Circuitul integrat este implementat ı̂ntr-o
tehnologie CMOS de 130 nm, a rezultat ı̂ntr-o pastilă de siliciu pătrată
de 22.5 mm2 cu 232 de pini s, i este ı̂ncapsulat ca BGA 16 × 16. Imple-
mentarea s, i modelul de performant, ă au fost validate utilizând sisteme de
testare funct, ională analogică s, i digitală personalizate s, i bazate pe FPGA.
Sistemul de testare digitală emulează contextul asincron al cipului, cont, ine
optimizări s, i metode de sincronizare automată a semnalelor de date s, i ceas
s, i este utilizat la testarea ı̂n masă. Funct, ionarea ROC-ului a fost testată
sub incident,a unor fascicule controlate de neutroni ultra-rapizi. Tolerant,a
sa la efectele imediate de tip SEU ale radiat, iei nucleare au fost evaluate
s, i estimări pentru mediul de operare au fost realizate. O propunere de
implementare pentru un Integrated Logic Analyzer pentru FPGA-uri care
estompează limitările s, i constrângerile celor existente este inclusă. Cir-
cuitul ROC a trecut cu succes evaluările din comunitatea ATLAS s, i este
inclus ı̂n sistemul TDAQ al experimentului.
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2.1 Context s, i arhitectură . . . . . . . . . . . . . . . . . . . . . . . . 11
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1 Introduction

The work presented in this thesis summary relates to the ATLAS (A Toroidal
LHC Apparatus) Experiment [1] at the Large Hadron Collider (LHC) [2] par-
ticle accelerator, operated by the European Organization for Nuclear Research
(CERN) which is situated near Geneva, Switzerland. CERN has in its repertory
many important scientific achievements like the discovery of the Higgs boson [3],
the production and maintenance of antihydrogen atoms [4] and the birth of the
World Wide Web (WWW) information system [5]. In this introductory section,
the thesis context is explained and its objectives are presented.

1.1 The NSW-ATLAS-LHC-CERN context

Particle physics is a branch of physics that studies the structures of matter and
radiation and their interactions [6]. The notion of elementary particle denotes
the subatomic particles with no substructure [6]. The Standard Model (SM) of
particle physics is the theory that classifies all known elementary particles and
describes three out of the four known fundamental forces [7], [6]. To validate the
theoretical assumptions related to particle physics and the SM, particle acceler-
ators [8] have been build and used since the 1930s [9]. A particle accelerator is a
system that forms and transfers energy into well-defined beams of particles using
electromagnetic fields. The electrical fields provide the acceleration while the
magnetic fields concentrate and direct the beam. Thus, the particles contained
in the beam reach very high speeds and are focused as much as possible. The
target of the particle beam is a piece of material or another accelerated particle
beam traveling in the opposite direction. Besides fundamental research, particle
accelerators have many other uses: e.g. particle therapy (treatment of cancer),
radiation sterilization of medical devices, ion implantation (semiconductor de-
vice fabrication), nuclear physics (production of isotopes), etc.

The performance of a particle accelerator is determined using two metrics:
the energy transferred to the particle beam and the luminosity [10]. The first
refers to the kinetic energy of each beam particle gained in the accelerator
and is measured in eV (i.e. electronvolt; 1 eV = 1.602176634 × 10−19 J). The
higher the energy is, the higher the probability of generating a particle with a
higher mass and the possibility of reaching further into the structure of matter
[7]. The luminosity is a performance metric defined as the ratio between the
number of particle interactions produced in a set time and the cross-section (σ)
of the interaction [10]. In physics, σ represents the probability that a specific
event will occur when a radiant phenomenon intersects a localized object or
variation of density. It has the same unit of measure as the area of a surface
since it represents the transverse size of the targeted object that the radiant
phenomenon must hit for the process to take place. Thus, the unit of measure
for the luminosity is cm−2·s−1. Because the luminosity can vary in time, the
final figure that reflects the number of observed events and as a result the
quantity of produced data is the integrated luminosity. It represents the total
data quantity over the sensitive time related to an experiment. As a reference,
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1.1 The NSW-ATLAS-LHC-CERN context

the LHC reached a peak instantaneous luminosity of L = 2 × 1034 cm−2 · s−1

for the proton collisions in 2018 and accumulated 160 fb-1 (i.e. femtobarn, 1 fb
= 10−43 m2) of proton collisions data between 2015 and 2018 [11].

The LHC is the largest and highest-energy synchrotron in the world [2]. A
synchrotron is an electrodynamic (i.e. employing varying electromagnetic fields)
particle accelerator in which the particle beam follows a closed-loop trajectory
and the intensity of the magnetic field that bends the beam on its path is
synchronous to the beam’s energy. LHC is situated in an underground tunnel,
at 170 m from the ground level and has a circumference of 27 km [2], beneath the
border of Switzerland and France, near Geneva. Within the accelerator, proton
(i.e. p+) or ion beams travel in opposite directions. The p+ beams are organized
in up to 2808 bunches distributed along the circumference approx. every 7.5
m, each containing roughly 1.15× 1011 particles [2] [12]. The energy reaches 7
TeV per proton (they are accelerated to 99.9999991 % of the speed of light in
vacuum). Thus the bunches are spaced at approx. 25 ns and their crossing rate
(i.e. Bunch Crossing - BC) is 40 MHz. Due to practical reasons, there are gaps
in their pattern so, in one second, an average of 3× 107 bunches cross [13] [12].
Up to 40 collisions are produced in each BC [13]. This amounts to 109 collisions
every second [14] [13] from which several hundreds are of interest. The bunches
travel like this within the tunnel between 10 and 24 hours [13]. New ones are
then formed and accelerated.

The beams intersect each other in four collision points where detectors are
installed, providing the necessary signals for the determination of the trajectory,
energy and electrical charge of the resulted particles. The four experiments are:
ALICE (A Large Ion Collider Experiment) [15], ATLAS [1], CMS (Compact
Muon Solenoid) [16] and LHCb (LHC beauty) [17]. The ATLAS and CMS are
general-purpose experiments and have high luminosity, while ALICE and LHCb
are dedicated to the physics of heavy ions and the bottom quark, respectively.

The ATLAS detector, depicted in Figure 1, has a cylindrical shape around
the interaction point such that the particle beams are perpendicular to the bases
in their centers. The height (i.e. diameter of the base) is 25 m and the length
(i.e. cylinder’s height) is 44 m. It can characterize any particles produced from
the beams collision (i.e. determine their masses, momentum, lifetimes, charges,
spins and energies). Thus it contains different types of detectors, organized in
layers of cylindrical shape, called barrel sections. The disk detector assemblies,
parallel to cylinder bases, which close a barrel section are referred to as end-cap
sections. The detector has no blind spots, being hermetic.

The main constituents of the ATLAS detector are the Inner Detector (IDET),
the calorimeters, the Muon Spectrometer (MS) and the magnet system. All
these sub-systems are divided into multiple layers and are complementary: the
IDETs determine the trajectory while the calorimeters measure the energy of
the particles that are stopped within them. The highly penetrating muons are
measured by the muon system (i.e. tracking and energy). The magnet system
bends the trajectories of the resulted charged particles so that their momentum
can be determined.

Considering the 40 MHz BC rate and the approx. 100 million readout chan-

7



1.1 The NSW-ATLAS-LHC-CERN context

Figure 1: The ATLAS detector [18].

nels of the ATLAS detector, a throughput in the order of PB/s is produced
[19]. Since this amount is currently impossible to transmit, process and store,
the ATLAS Trigger and Data Acquisition (TDAQ) system interprets the detec-
tor signals and determines in real-time the Regions of Interest (ROIs) for each
BC. Event filters reduce the rate further since only a few of the collisions are
of interest. Based on these decisions, the TDAQ system converts the selected
detector signals into a dataset, resulting in a data rate of approx. 1 GB/s [14].

The current LHC update and maintenance process aims at implementing the
first step (Phase-I) of the High Luminosity LHC (HL-LHC) project [20]. The
main objective of HL-LHC is the accumulation of at least 3000 fb-1 integrated
luminosity over 10 years of operation. The modifications of the ATLAS detec-
tor related to HL-LHC are presented in [21]. Phase-I updates are scheduled to
end in 2022, being followed by an operational run called Run 3. After that,
the Phase-II update will be implemented with HL-LHC beginning operation
in 2027. The luminosity increase means that the detectors and the associated
on-detector electronics will be subjected to increased nuclear radiation. They
must also cope with the higher collision rates. Thus, the detector technology,
the TDAQ systems and the controlling and monitoring software tools must be
optimized and adapted. Within ATLAS, the most changes will be implemented
for the IDET, the calorimeters end-caps and the MS. In Phase-I, within the AT-
LAS MS, the Small Wheel inner end-cap regions will be replaced with the New
Small Wheel (NSW) [22] containing approx. 2.45×106 detectors of Micro-Megas
(MM) and small-strip Thin Gap Chamber (sTGC) types and new electronics.
The first filtering element is the hardware-based Level-1 (L1) trigger while the
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1.1 The NSW-ATLAS-LHC-CERN context

second filtering element will be the software-based High-Level Trigger (HLT).
While both new muon detector types contribute to the trigger formation and
the precision tracking, the MM detectors are used mainly for the track recon-
struction due to their high spatial resolution (up to 100 μm) [23] and the sTGC
for determining the trigger candidates due to their capability of identifying a
singular BC [22]. In Phase-II, the L1 trigger will become Level-0 (L0) and a
new L1, also hardware-based, will implement a more complex selection.

The ATLAS TDAQ system is paced by a 40 MHz clock signal called the BC
or LHC clock synchronous to the collisions. The BCs are tagged with a BCID
(BC IDentification - bunch count within an LHC orbit) and an orbit counter
called OrbitID (Orbit IDentity). The ATLAS Central Trigger Processor de-
termines the Regions of Interest ROIs within the BCs of interest, based upon
the detector data fed through detector-specific electronics, processed by dedi-
cated trigger processors and transmitted on dedicated links. Through the Time
Trigger and Control (TTC) system the LHC clock is distributed; the BCIDs,
OrbitIDs and trigger counters from all ATLAS systems and subsystems are syn-
chronized and the BCs of interest are selected within the ROIs. The read-out
system is responsible for managing the detector data fed by the detector-specific
electronics and based upon the received trigger decisions, constructing, buffering
and transmitting event fragments tagged with the above-mentioned identifiers.
The time interval between the selected BC and the arrival of the corresponding
selecting trigger command is called trigger latency.

The block diagram of the associated NSW electronics is depicted in Figure
2. The main radiation-tolerant Application Specific Integrated Circuit (ASIC)
for reading and interpreting the signals from both types of muon detectors is the
VMM 1, which represents an Amplifier Shaper Discriminator. One VMM3 (i.e.
third version) chip contains 64 distinct detector read-out channels providing
peak amplitude and time measurements via configurable charge amplification,
discrimination and precise Analog-to-Digital Conversion. The VMM3’s read-out
digital logic buffers and aggregates the data from its channels based upon the
received L0 trigger selection commands and transmits the resulting L0 events
to the Read-Out Controller (ROC) ASIC. On the trigger path, the VMM3 can
provide faster but coarser measurements for the detector signals. One ROC
chip collects and buffers the L0 events from up to eight VMM3 ASICs (i.e. data
from up to 512 NSW detectors), implements the L1 selection if used and forms
more complex events with the aggregated data. Thus, it reduces the number of
necessary data links on the read-out path. As it is highly configurable, it allows
the optimization of bandwidth utilization. All the contributions of this thesis
are related to the ROC ASIC, therefore this chip is extensively described. At
least 4875 ROC chips will be installed and will function concurrently within the
NSW TDAQ system.

The MM and sTGC readout path consists of the following components:
VMM [25], ROC [26], Level-1 Data Driver Card (L1DDC) [27] [28] GigaBit
Transciever (GBTx) [29] [30] and Front End LInk eXchange (FELIX) [31]. The

1not an acronym.
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1.2 Objectives

Figure 2: NSW TDAQ system overview [24].

MM trigger scheme consists of: VMM, Address in Real-Time (ART) [32], ART
Data Driver Card (ADDC) [33] [34] GBTx, MM Trigger Processor, FELIX and
sTGC Trigger Processor. The sTGC trigger path consists of VMM, pad Trigger
Data Serializer (TDS) [35], Pad Trigger Extractor board (i.e. Pad trigger in
Figure 2), strip TDS, Router board, sTGC Trigger Processor and FELIX.

1.2 Objectives

This Ph.D. thesis represents the culmination of the author’s work within the
CERN-LHC-ATLAS-NSW context. The objectives were: (i) designing and as-
suring the quality of the ROC’s logic; (ii) correctly implementing it into the
targeted 130 nm Complementary Metal Oxide Semiconductor (CMOS) tech-
nology (Global Foundries, previously IBM); (iii) functional validation of the
manufactured design; (iv) performance measurements for the manufactured de-
sign; (v) quality control of the mass-fabricated ROCs; (vi) real-world nuclear
radiation qualification for the design; (vii) integration support for the chip; (viii)
identification and pursuit of new related research opportunities; (ix) dissemina-
tion of results and (x) participation at relevant courses, seminars, workshops
and summer and winter schools.
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2 The Read-Out Controller (ROC)

The ROC ASIC represents an on-detector custom real-time data packet pro-
cessor which is a key part of the NSW TDAQ system, on the readout path.
The latency requirements for the hardware triggers can be relaxed due to its
relatively large buffer spaces, compared to other ASICs from the context. This,
in conjunction with the implemented flow and congestion control mechanisms,
minimizes data loss. Being a highly configurable concentrator, the ROC can
be used to aggregate data from multiple channels with different amounts of
throughput. Thus, the bandwidth utilization can be optimized since not all
regions of the NSW will produce the same quantity of data. As two hardware-
based levels of trigger will be employed within the ATLAS TDAQ system, the
ROC will be responsible for the second level of event selection for NSW.

2.1 ROC’s context and architecture

The ROC’s context within the NSW TDAQ system is depicted in Figure 3. A
top-level view of its architecture is included. Its logic is divided into two distinct
parts with different purposes: the analog part (with a light red background)
which is responsible for supplying the internal and external clock signals and
for forwarding of the decoded TTC commands and the packet processing logic
(depicted on a light yellow background) which is referred to as the digital part.

Figure 3: The ROC context within the NSW TDAQ system, its main interfaces
and top-level architecture.

The ROC receives 8b10b [36] encoded data representing L0 packets from up
to eight VMM3 ASICs on separate input channels called VMMCapture channels
or modules. The data from one VMM3 ASIC are DDR (Double Data Rate),

11



2.1 ROC’s context and architecture

serialized on two SLVS (Scalable Low-Voltage Signaling) [37] transmission lines
using a 160 MHz Read-Out (RO) clock signal. The bits are alternatively sent on
the two lines. The used electrical interface is called e-link, is radiation-hardened
and can cope with data rates up to 320 Mbps (i.e. 320×106 bps) [38]. Thus, the
resulting total encoded bandwidth is 640 Mbps for each channel. The receiving
VMM Capture channels deserialize the incoming data, determine its alignment,
decode it, determine its correctness and buffer the L0 packets into queues -
First-In-First-Outs (FIFOs).

The ROC input packets that contain VMM3 channel data are called L0 hit
packets while the ones without any data are called L0 null-events. Both types
start with a 16-bit header word representing the L0 trigger information that
caused the formation and transmission of the packet. An L0 null-event contains
only the header word while in an L0 hit packet, the header is followed by at least
one 32-bit hit word. Since one VMM3 chip is responsible for at most 64 detector
channels and each hit word corresponds to one channel, the maximum number
of hit words in an input packet is 64. The data fields of the hit word represent
signal measurements and flags. The uncoded buffering format of the input
packet words is detailed in Figure 4. Both types of words occupy one address
in the VMM Capture FIFO. The Most Significant Bit (MSB) signals the End
Of Packet (EOP) and is padded by the receive logic. The VMM3 packets are
separated by at least two special K.28.5 8b10b symbols called commas. When
data is not available the stream consists of commas. They are used at the
receiving end to determine the start position of the 8b10b symbols within the
bit stream (i.e. finding the alignment) and are not buffered.

Figure 4: The buffering format of the input data packets [39].

The ROC receives the TTC stream and the LHC clock signal through the
GBTx ASIC. The clock signal is used as reference in the analog part. The TTC
stream is organized into bytes whose bits represent commands that synchronize
the BC and triggers counters and select the BCs of interest. The bytes are not
8b10b encoded but are directly serialized on a single SLVS DDR lane also using
a 160 MHz RO clock signal. The resulting TTC stream is 320 Mbps = 320×106

bps and is interpreted by the TTC Capture module.

The ROC contains four Sub-ROC (SROC) modules that have distinct VMM
Capture channels associated with them through a fully configurable cross-bar
module. One SROC can have more than one VMM Capture FIFOs associ-
ated with it, but a VMM Capture FIFO cannot be linked to more than one
SROCs. The cross-bar module is purely combinational and acts as a multiplexer-
demultiplexer. For each L1 trigger an L1 event is formed in each enabled SROC,
marked with the information of the selected BC and containing the aggregated
and reformatted associated valid L0 data from the associated VMM Capture
channels. The L1 events are buffered into an SROC FIFO with the format

12



2.1 ROC’s context and architecture

depicted in Figure 5. The MSB signals the end of each packet and is not trans-
mitted. As soon as they are ready to be sent (i.e. they are complete), the
L1 packets are 8b10b encoded, serialized and transmitted to the GBTx. Each
SROC has two SLVS DDR serial output lines that can operate at up to 320
Mbps (i.e. 320 × 106 bps) each. The following configurations are possible: i)
80, 160 or 320 Mbps with only the first line active or ii) 640 Mbps with both
lines operating at 320 Mbps and the transmitted bits being interleaved, same
as for the VMM3 data. The SROC can saturate the output bandwidth in all
four cases. Each SROC contains a TTC FIFO for buffering the information BC
identifiers of the L1 triggers. The buffering format is depicted in Figure 6.

Figure 5: The buffering format of the L1 packets within the SROC FIFOs [39].

Figure 6: The buffering format of the L1 triggers within the TTC FIFOs [39].

The ROC’s digital Configuration and Status module is a register bank in-
terfaced with the digital logic on one side and with an Inter-Integrated Circuit
(I2C) slave on the other. Some of these registers drive signals within the digital
part (i.e. configuration) while the other registers supervise relevant signals from
the digital logic (i.e. monitoring).

The ROC’s internal and externally supplied clock signals are generated by
four Phase-Locked Loop (PLL)2 blocks within the analog part. They all use the
40 MHz TTC BC clock signal as reference. The three ePLLs supplying the ex-
ternal clock signals are slightly modified versions of the design presented in [40].
They include phase-shifting circuits that receive the relevant TTC commands
from the digital part (i.e. TTC Capture) and forward them with a configurable
phase. All the ePLLs are configured and monitored through a separate register
bank associated with an I2C slave.

The two ROC I2C slaves are interfaced to the master Slow Control Adapter
(SCA) chip on dedicated buses as shown in Figure 3. Several SCA GPIOs
(General Purpose Input/Outputs) drive the ROC reset signals and sample its
ePLLs locking signals. The SCA ASIC also configures the eight VMM3s through
dedicated SPIs (Serial Peripheral Interfaces) and drives their reset signals.

2called ePLL within the ATLAS Collaboration as shown in [40].
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2.2 ROC’s layout and package

2.2 ROC’s layout and package

The layout of the ROC silicon die in Electronic Design Automation (EDA)
representation die is depicted in Figure 7, with highlighted main regions and
macroblocks. The die is a square with a side length of 4.744 mm (i.e. 22.5 mm2

area) and has a border formed by one row of pads. From the 232 pads, 187 are
used for Input-Output (IO). The layout is slightly core limited, meaning that
the size of the core determines the die size and not the pad number. The total
width of the pad filler cells is less than the narrowest IO or power pad.

Similar to its architecture, the core is divided into two areas based on their
function: the analog and the digital parts. The digital part has an area of
13.3 mm2 from which 64 % represents SRAM - Static RAM (i.e. approx. 8.5
mm2). Identical buffers are used for the eight VMM Capture and four SROC
Packet FIFOs: for each a 0.689 mm2 dual-port, dual clock domain SRAM with
211×33 bits. Four dual-port, single clock domain 27×30 bits SRAMs represent
the buffers of the four TTC FIFOs. Each has an area of 0.054 mm2. The rest
of the packet processing logic is contained in the remaining area of 4.8 mm2

and consists of 83,079 combinational gates and 18,458 flip-flops. In Figure 7
the densities of sequential elements (i.e. flip-flops and latches) within the entire
ROC can be visualized since they are highlighted with white border.

1. The analog part
2. The digital part
3. The ePLL for the internal clock signals
4. One ePLL for 4 BC (40 MHz) and 4

RO (160 MHz) output clock signals
5. One of the 12 dual-port, dual clock

domain 211 × 33 bits SRAMs used for
the VMM Capture and SROC Packet
FIFOs

6. One of the 4 dual-port, single clock
domain 27 × 30 bits SRAMs used for
the TTC FIFOs

7. Several input SLVS pads
8. Several output SLVS pads
9. Several power supply pads
10. Two output single-ended pads
11. Two input single-ended pads

Figure 7: ROC’s layout with highlighted sequential cells and macroblocks [26].

Initially, the silicon die was wire-bonded on a prototype testing Printed
Circuit Board (PCB) as depicted in Figure 8a. An intermediate Quad Flat
Package (QFP) with 144 pins, illustrated in Figure 8b, was used for partial
design validation. The final ROC package, depicted in Figures 8c and 8d, is
a 16 × 16 Ball-Grid Array (BGA) package with a pitch of 1 mm and a ball
diameter of 0.6 mm, resulting in a total footprint area of 289 mm2.
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2.3 ROC’s steady-state model

(a) Wire-bonded (b) QFP 144 (c) BGA on PCB (d) BGA in socket

Figure 8: A ROC die wire bonded on a prototype testing PCB (a), the inter-
mediate QFP 144 package (b) and the final 16× 16 BGA package on a testing
PCB (c) and in an open-top socket (d).

2.3 ROC’s steady-state model

From a queuing theory perspective, each SROC contains two servers: the Packet
Builder Finite State Machine (FSM) that constructs the L1 events based upon
the L0 events from the associated VMM Capture FIFOs and the received L1
triggers (i.e. the processing server) and the Streamer FSM that implements the
sending protocol for the completed output events (i.e. the transmission server).
The VMM Capture channels associated with an SROC are numbered 1 to m.

Since all the VMM3 ASICs associated with one ROC respond to the same
L0 trigger commands and assuming that none of the triggers are dropped, the
average input data packet rates are equal: λVMM3 1 = ... = λVMM3 i = ... =
λVMM3 m = λVMM3 = λL0 trigger, ∀i ∈ N, 1 � i � m.

When only one trigger level is deployed within the ATLAS TDAQ system,
the average arrival rate of L1 triggers is the same: λL1 trigger = λL0 trigger =
λVMM3. When two stages are deployed for the hardware trigger, the ROC will
be responsible for the second level matching within the NSW readout system.
Thus, the condition λL1 trigger � λVMM3 = λL0 trigger covers both HL-LHC

upgrade phases. The selection ratio is defined as sel =
λL1 trigger

λVMM3
=

λL1 trigger

λL0 trigger
,

0 � sel � 1 and has the requirement that λVMM3 = λL0 trigger > 0.

The condition for SROC FIFO to not fill and consequently throttle the
processing server is ρtx � 1, where ρtx is the transmission server’s utilization,
defined as ρtx = λtx

μtx
. μtx is the average transmission rate when the server is

busy while λtx is the average arrival rate of customers (i.e. the L1 packets from
the processing server). But λtx = μSROC proc, where μSROC proc is the average
Packet Builder’s service rate of L1 triggers.

Similarly, the TTC and VMM Capture FIFOs will not fill (and consequently
data will not be lost) as long as the following condition is true: ρproc � 1. The

processing server utilization is defined as ρproc =
λL1 trigger

μSROC proc
. The conditions for

not filing any ROC FIFOs translate to λL1 trigger � μSROC proc � μtx. Data loss
does not occur within the SROC Packet FIFO if μSROC proc > μtx but as soon
as the FIFO is full μSROC proc will be decreased to μtx.

15



2.3 ROC’s steady-state model

The maximum average lossless SROC transfer rate3 (in pkt/s) is:

μSROC max tx =

=
kv

10[k
∑m

i=1

(
m
i

)
(1− p)ipm−i(9 + e+ in̄h) + kpm(3 + e)o+ 3− e]

(1)

The variables used within the formula are detailed in Table 1. The selection
ratio sel does not appear in the formula because only the output packets are
considered. However, to reach and maintain the maximum SROC transfer rate,
sel must be high enough so that the SROC Packet FIFO always contains at
least one complete L1 packet.

Var. Description

e enable state for the use of EOP symbols between the back-to-back L1
packets, e ∈ {0, 1}.

h number of bytes of an L1 hit word, h ∈ {3, 4}.
k maximum number of back-to-back L1 packets, 1 � k � 255.

m number of associated VMM Capture channels, 1 � m � 8.

n̄ mean of the discrete random variable n ∈ N, 1 � n � 64 which represents
the number of L0 hit words in the non-empty VMM3 packets.

o enable state for the transmission of L1 null-event packets, o ∈ {0, 1}.
p probability that a VMM3 would output an L0 null-event.

v transmission bit rate for the SROC, v ∈ {80, 160, 320, 640} × 106 bps.

Table 1: Description of the variables from the eq. 1, 2 and 3.

The maximum average lossless VMM3 output rate, in pkt/s and the maxi-
mum average lossless SROC processing rate, in trigg/s, are:

λVMM3 max tx =
1.6 · 107

(1− p)(n̄+ 1) + p
(2)

μSROC max proc =
40 · 106

2 +m{ 1
sel [(1− p)(n̄+ 1) + p] + 2(1− pm) + opm + 2} (3)

In Figure 9 the theoretical maximum average lossless packet transmission
and processing rates are plotted as functions of n̄ considering p = 20%. The
maximum average processing rate when sel = 1% is so low because for each
L1 trigger, 100 L0 packets are dequeued from each of the two associated VMM
Capture channels on average. Only 1% of the input data is transmitted to the
output, thus, a transmission bit rate v = 80 · 106 bps is sufficient.

3The
(n
k

)
notation represents the combination of n taken as k:

(n
k

)
= n!

k!(n−k)!
.
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Figure 9: The maximum average lossless rates of packet processing and trans-
mission as functions of n̄.

3 ROC Testing

The ROC ASIC required real-world validation of its design, confirmation of its
mathematical model, quality control of its mass-produced chip samples, quality
assessment of its output clock and TTC signals and a demonstrator. Con-
sequently, two separate FPGA-based (Field Programmable Gate Array) func-
tional test environments were developed and used: a digital one for the packet
processing logic and an analog one that assesses the forwarded clock signals and
commands and their phase-programmability. Both of them were used for the
quality control mass-testing of the fabricated ROC chips. A modified version
of the digital test environment was used for the ROC radiation qualification
tests which is the subject of Section 4. The emphasis is on the digital test
environment because the author contributed exclusively to it.

The quality control of the mass-manufactured chip samples is motivated by
the non-null probability of induced defects during fabrication and the process
variability. The latter translates into the variability of the electrical charac-
teristics. An example of the former is depicted in Figure 10 which contains
two microscope photos of the upper left corner of distinct real-world ROC dies,
with (right) and without (left) physical defects. Testing aims at discovering the
flaws produced in the manufacturing process and separating the manufactured
samples into categories based upon their performance and/or usability, process
called binning, the simplest of which is the separation of the good and bad de-
vices. In addition, functional testing also validates that the device meets its
specifications, assuring its operation in the real world [41]. The thoroughness of
the functional test determines the quality of the validated samples but implies
more time and a lower yield. The ROC does not include scan chains.
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3.1 The Quality-Control Digital ROC Test

(a) Normal ROC die. (b) Defective ROC die.

Figure 10: Microscope photos (by Sorin Mărtoiu from Horia Hulubei National
Institute for Research and Development in Physics and Nuclear Engineering -
IFIN-HH, Măgurele) of normal and defective real-world ROC samples.

3.1 The Quality-Control Digital ROC Test

The digital test setup is based on the Xilinx Kintex Ultrascale KCU105 FPGA
evaluation board [42] and custom accommodating PCBs for the ROC. It consists
of input data generators, output monitor modules and a status and control unit,
all implemented on the FPGA, as firmware. The firmware top-view architecture
is detailed in Figure 11. The Device Under Test’s (DUT’s) 8b10b serial input
channels are the eight VMM Capture channels. The ROC’s TTC Capture mod-
ule represents the DUT’s control serial input channel, while the DUT’s 8b10b
serial output channels are the four SROCs. L0 packet generators reproduce the
VMM3 data streams. Based upon the injected data and the test configuration,
a separate generator outputs the TTC stream. The configuration and monitor-
ing of the ROC’s digital and analog parts are achieved through two I2C master
modules. The output data analyzers check the encoding and coherency of the
ROC output data streams and the parity bits, checksum fields and content of
the L1 events. A Xilinx MicroBlaze [43] 32-bit Reduced Instruction Set Com-
puter (RISC) soft-core microprocessor is instantiated in the FPGA design and
runs a custom software that controls and monitors the other modules within
the FPGA design. Several peripherals are associated with the processor and are
used for debugging (through Joint Test Action Group - JTAG), communication
with the user (through Universal Asynchronous Receiver-Transmitter - UART),
configuration of the custom ROC PCB (through I2C) and precise timing. The
clock signals that pace the FPGA design and the ones supplied to the ROC are
generated by a PLL. The locking signal of this PLL is used for the generation
of reset signals. A Xilinx Integrated Logic Analyzer (ILA) [44] increases the
observability within the FPGA design by sampling relevant signals and trans-
ferring the resulted data to a computer through JTAG for analysis. The custom
ROC PCB assures its power supply and the interconnection between it and the
FPGA through FPGA Mezzanine Card (FMC) connectors [42].

Five versions of ROC testing PCBs were designed, implemented and used.
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3.1 The Quality-Control Digital ROC Test

Figure 11: The top-view architecture of the ROC digital functional test setup.

The first four, illustrated in Figure 12, differ mainly by how the ROC package
evolved: (i) wire-bonded directly to the PCB, (ii) in QFP 144 package mounted
on the PCB and in BGA 16 × 16 package either (iii) surface mounted or (iv)
placed within a closed-top socket. In all four figures the single High Pin Count
(HPC) FMC connector is situated left on the other side of the board. The fifth
PCB type (detailed in Figure 13) uses an open-top BGA socket for easy and
rapid insertion/removal of the tested ASIC, different and supplementary Inte-
grated Circuits (ICs) and the second FMC connector which is Low Pin Count
(LPC). The signals mapped to the HPC FMC connector are kept on the same
pins for all PCB versions to maintain firmware compatibility and correspond ex-
clusively to the packet processing logic. In Figure 12a the area where the ROC
die is placed and wire-bonded is covered with a low-viscosity polymer resin for
protection. The same area was depicted uncovered in Figure 8a.

The FPGA design is highly configurable. The average rate of L0 packets is
adjustable from 100 kHz to 1.4 MHz (above the requirements) in steps of 100
kHz. For each rate, predefined scenarios with various average percentages of
empty packets and average sizes for the non-empty packets can be selected. In
total there are 27 scenarios, each containing lists of 28 pseudo-random values for
each descriptor. These lists are looped as the VMM3 emulator outputs packets.
A distinct scenario with the worst-case theoretical burst in a loop is included and
was used during mass testing and validation of the mathematical model. The
queuing of the BC selection commands inside the VMM3 is emulated. Constant
adjustable rate and size for the L0 packets can also be used. The fields of the hit
words are filled with individual counter-generated values, incremented for each
new hit word. For each VMM3 emulator, the starting and the increment values
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3.1 The Quality-Control Digital ROC Test

(a) The first version. (b) The second version.

(c) The third version. (d) The fourth version.

Figure 12: The first four versions of the ROC testing PCB.

of these counters are different. There is the option of using constant value hits
(i.e. used for the radiation test setup from Section 4). The L1 trigger latency
can be adjusted between 10 and 185 μs in 1 μs steps. The selection ratio can be
set from 1 to 100% in steps of 1% and the selection pattern can be configured.

The ROC context is asynchronous because its components (e.g. the VMM3s
associated with one ROC) have distinct clock domains and delay lines are used
(e.g. within ROC and GBTx). Consequently the functional digital test setup is
also asynchronous. The chip is mostly synchronous. It contains asynchronous
elements: its FIFOs, the TTC Capture module, delay lines for the forwarded
clock signals and TTC commands. It does not contain built-in automatic phase-
detection circuits for the incoming data so it requires a more complex functional
digital test setup and a more complicated set-up procedure once it is installed
on the NSW Front-End Boards (FEBs).

The calibration of the phases for the high-speed serial data streams coming
out of and into the FPGA, relative to the capturing clock signals within the ROC
and the FPGA is achieved using configurable built-in FPGA delay lines. In a
first approach, an automatic synchronization mechanism has been developed as
a software component, running on the instantiated MicroBlaze microprocessor
from the FPGA digital functional test setup, that sweeps the delay lines and
validates the responses from the ASIC and FPGA. The middle of the largest
interval of consecutive valid delay steps is the chosen delay value. At each step,
the injected valid data is varied as much as possible to decrease the Mean Time
Between Failures (MTBF) as defined in [45]. For the 8b10b channels, the status
flags of the receiving end are checked for decoding, parity and coherency errors.
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3.2 Experimental testing results

Figure 13: The final PCB version with an open-top BGA socket.

If no error occurred the delay is valid. The last channel that is calibrated is the
TTC stream. The expected behavior is checked considering all the other data
channels already calibrated in this case.

Because the initial approach is inefficient, a double symmetrical binary
search inspired by the classical binary search algorithm was implemented. It
searches the extremities of the valid intervals. The proposed approach is de-
picted in Figure 14 where the valid delay steps are represented with green
and the invalid ones with red. The delay line extremities are dmin and dmax.
The algorithm first samples the middle of the delay interval (Δd/2), where
Δd = dmax − dmin, and then moves in both directions with Δd/4. Then, from
each of the two resulting positions, it moves with Δd/8 in one or both directions
based on the previous results and so on. Until the desired resolution is reached,
the step size is halved at each iteration. The complexity of the proposed algo-
rithm is O(logN) compared to O(N) for the classical sweep.

Figure 14: The implemented and used double binary search calibration.

3.2 Experimental testing results

The ROC’s packet processing logic Register Transfer Level (RTL) code and
netlists and the digital functional test setup RTL were validated in simulations
in which they were interfaced. The implemented FPGA design met the timing,
placing and routing constraints. The first real-world ROC chips were extensively
tested in different scenarios for periods ranging from a couple of minutes up to
48 hours and ILA-captured data were analyzed. The ROC passed preliminary
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3.2 Experimental testing results

integration tests with the other ASICs from the NSW context [46] [47]. The
faster calibration method was successful (i.e. 70% faster in the worst case). The
functional digital test setup was used for chip mass-testing. The performance
of the ROC as theorized in Section 2.3 in terms of maximum data rates without
loss, was assessed. The worst-case triggers and input packets burst loop was
applied. The theoretical threshold limit is correct.

In Figure 15 the normalized histograms of the size of the largest valid delay
interval (left) and the found optimal delay value (i.e. middle of the largest valid
interval - right) for two VMM Capture channels, at nominal (1.2 V, top) and
sub-nominal (1.1 V, bottom) voltages are depicted. The difference between the
average sizes at nominal voltage is 137.55 delay steps (i.e. 572 ps) despite the
identical time constraints and RTL code used during design. The spreading of
the histograms at 1.1 V is caused mainly by the increased variability of the clock
phase shift introduced by the ePLLs at lower than nominal voltages.

Figure 15: For two DUT input channels: histograms of the valid delay interval
size (left) and the found optimal delay value (right) at nominal (top) and sub-
nominal (bottom) voltages [48].

The presented synchronization methods proved to be useful for evaluating
the size of the crossing region of the eye diagram (i.e. jitter estimation) for the
DUT input channels. In Figure 16 the oscilloscope-measured eye diagrams on
a sample chip for an input (top) and an output DUT channel (bottom) both
at nominal (right) and at sub-nominal (left) voltages are shown. The estimated
jitter values resulted from the waveforms are 670, 834, 1477 and 1664 ps from
top to bottom and left to right showing degradation when lowering the supplied
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3.2 Experimental testing results

voltage and passing through the DUT, as expected. For the same chip and
channels, the sizes of the invalid delay interval are 665.6, 844.5, 561.1 and 773.76
ps in the same order. In this case, the jitter estimates for the output channel
are lower than those for the input one, contrary to what was measured in the
diagrams, due to the shorter observation duration of 20 ms/step compared to
approx.10 s. For comparable results, the same observation time must be used.

(a) Jitter 670 ps; FPGA 665.6 ps (b) Jitter 834 ps; FPGA 844.5 ps

(c) Jitter 1477 ps; FPGA 561.1 ps (d) Jitter 1664 ps; FPGA 773.76 ps

Figure 16: Measured eye diagrams for a DUT input channel at nominal (top-
left) and sub-nominal (top-right) voltages and for a DUT output channel at
nominal (bottom-left) and sub-nominal (bottom-right) voltages.

At Transilvania University of Bras,ov, 2,677 BGA ROC samples were func-
tionally tested in both the digital and analog test setups. The following state-
ments refer solely to the digital testing. Two supply voltages were used: (i) the
nominal 1.2 V and (ii) the sub-nominal 1.1 V. Ten tests were designed to cover
all the functional features. Only the chips that passed all the tests at both volt-
ages were marked as good. A test is failed if any output bit is incorrect. 2,343
(87.52 %) chips passed the testing at 1.2 V and from them, 1,819 (67.95 % from
the total) were declared good. An analysis of the causes of failure is included in
the thesis.
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4 Immunity to radiation-induced faults

Nuclear radiation disrupts the electronic devices and can even permanently
damage them through two phenomena: ionization4 and displacement damage5.
The radiation-induced effects are classified into two types: cumulative and Single
Event Effects (SEEs). The cumulative or total dose effects are proportional to
the integrated flux of particles that were incident to the device. Eventually,
they lead to the complete failure of the device. SEEs are immediate results of
ionization. Two typical types of soft (i.e. temporary affecting a signal) SEEs
are Single Event Transient (SET) and Single Event Upset (SEU). A SET is an
induced rapid toggling (i.e. glitch) of the voltage level within a circuit net [51].
The effect on the system functionality depends on the net’s function, e.g. the
most disruptive SET happens on a clock tree branch. An SEU is an induced
change of state within a sequential element [50] caused by charge deposition.
The value of the stored bit is flipped and persists until a new value is written,
the reset is enabled or the device is powered off.

The on-site ICs used for space applications, nuclear and particle physics
experiments are exposed to larger quantities of nuclear radiation compared to
the off-site or general purpose ones. In addition to the possibility of permanent
damage, during operation the soft SEEs can induce errors and bring the circuits
into states not considered in their design stage and thus cause them to not
function properly. CERN defines two categories of electronic systems exposed
to radiation: radiation-tolerant and radiation-hardened [50]. The radiation-
tolerant devices are designed to operate within irradiated environments despite
being vulnerable to radiation. They implement design mitigation techniques
for SEEs. The radiation-hardened devices are immune to all radiation-induced
faults in the specified limits of their operating environment. They employ both
constructive and design mitigation measures.

Triple Modular Redundancy (TMR) represents a classical hardware redun-
dancy technique [52] for mitigating SEEs. It consists of replicating the system
three times, feeding the same input to all systems and determine the correct
output by majority voting. If one system fails, the other two can determine the
correct output. TMR was implemented for all ROC’s Flip-Flops (FFs). All the
majority voting modules from the digital part also signal if the value of one of
the instances does not match with the other two. A large OR gate concentrates
all these signals into one 1-bit wide signal that is used to increment an internal
8-bit SEU counter and is also fed to an output pad.

The ROC design in between the radiation-tolerant and radiation-hardened
categories as it employs both design-based SEEs mitigation mechanisms and
radiation-hardened technologies (i.e. the e-link pads and ePLL macroblocks)
mixed with commercial off-the-shelf components (e.g. the SRAMs and the logic
cells). Its SRAM FIFO buffers are the most susceptible to radiation.

4The process of acquiring positive or negative charge by losing or gaining electrons, respec-
tively, through collisions of sufficiently energetic particles with the ionized material [49].

5The process of inducing defects in the lattice of semiconductor atoms [50].
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4.1 Test setup

4.1 Test setup

The Tandem accelerator from the National Centre for Scientific Research (NCSR)
Demokritos, Athens, Greece, produces beams of neutrons with energies between
0.1 and 25.7 MeV [53] using various nuclear reactions. A total neutron fluence
comparable to the maximum NSW annual one can be achieved in several tens of
hours. Even if the energy spectrum of the produced beams does not completely
match the spectrum within the NSW and the parasitic nuclear interactions are
not very well studied or documented, the Demokritos facility was considered to
be appropriate by the NSW Group for the radiation qualification process of the
ROC and the other context ASICs.

The functional digital test setup used for design validation and chip mass-
testing, presented in the previous section, was adapted for the irradiation tests.
It was ideal since it emulates the ROC’s context and covers all possible states
and functional features for the packet processing logic being highly configurable.
In addition, it can detect any incorrect bit of any output packet while the ROC
functions in real-time at its nominal frequencies.

The mass-production testing PCB with the open-top socket (depicted in
Figure 13) hosting the BGA packaged ASIC (as illustrated in Figure 8d) was
positioned so that the silicon die was directly exposed to the neutron beam as
close as possible to the source. The interaction area of the test setup is detailed
in Figure 17. The testing board was interfaced with the FPGA evaluation
board through a 1.8 m long FMC HPC cable. The FPGA evaluation board was
positioned outside the beam trajectory, being shielded by lead bricks filled with
paraffin and was interfaced through JTAG to Universal Serial Bus (USB) and
UART to USB with a host computer with remote internet access. The UART
was the main user interface to the test setup and its data was logged into text
files. Time windows of relevant signals from the FPGA design, triggered by
the encountered output packet error flags, were captured by a Xilinx ILA and
transferred to the host computer via USB-JTAG.

The used configuration of the test setup increased the occupancy levels of
all ROC FIFOs as much as possible without inducing data loss. Thus, the
probability that the ROC’s behavior and output data will be affected was higher.

4.2 Irradiation tests results

Two validated ROC chips were subjected to neutron beam runs with nominal
energies of 20, 22 and 24 MeV. The neutron flux was estimated for each run
by the accelerator operators, as a function of the distance and the interposed
materials between the source and the ROC die. The stated uncertainty is 10%.
The accumulated fluence is equivalent to 8.08 ± 0.81 months of operation in
the most irradiated part of NSW when LLHC = 1034 cm−2 · s−1. A total of
69 FF SEUs were recorded from the 18458 FFs of the ROC digital part, the
majority of which happened during the 24 MeV runs. The recorded log files
and the captured ILA waveform windows were analyzed. No misalignment, en-
coding, decoding or protocol syntax errors were detected in the ROC’s output
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4.2 Irradiation tests results

Figure 17: The interaction area within the ROC radiation test setup.

data streams proving that its logic was not driven into illegal states and recov-
ered gracefully from the FF SEUs. In Table 2, the obtained FF cross-section
averages over the runs with the same beam energy are listed, including their con-
fidence intervals computed after the methodology presented in [54] considering
a confidence level of 95%.

Nominal energy [MeV] FF SEUs σFF [×10−14 cm2·bit-1]

20 22 1.37+0.75
−0.58

22 10 3.46+2.98
−1.93

24 37 6.28+2.68
−2.23

Table 2: The recorded FF SEUs per beam energy, the confidence intervals
and the associated cross-sections computed after the methodology from [54],
considering a fluence uncertainty of 10% and a 95% confidence level.

Content errors in the output packets caused by SRAM SEUs occurred at
a considerable rate, as depicted in Figure 18. Every 10 s (i.e. one iteration)
the newly encountered content errors were logged. They are classified by the
affected packet field. However, a single SRAM SEU can produce multiple errors.

In Figure 19 the normalized histograms of the interarrival times for the
FF SEUs and the first three most frequent types of output packet errors are
depicted for a 24 MeV run. The ideal exponential probability density function
with the same mean arrival rate (i.e. λ) is plotted for reference in each case. To
analyze the validity of the memoryless hypothesis, Chi-square and Kolmogorov-
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4.2 Irradiation tests results

Figure 18: A time window of 700 consecutive iterations (i.e. 7000 s) from a 24
MeV run depicting with markers the moments of detection for 19 FF SEUs and
various output packet errors separated by type.

Smirnov goodness of fit tests were performed in all cases. Their verdicts are
listed in each histogram. This characteristic is confirmed only for the FF SEUs
and the VMM missing errors. The used time resolution is not satisfactory for
the hit content and parity errors. Since a single SRAM bit flip can cause the
detection of multiple packet errors, one cannot assume exponential distributions
for the interarrival times of the output packet errors even if the SRAM SEUs
that caused them do follow such distributions.

In Figure 20 the cross-section confidence intervals for the FF SEUs and the
four most frequent types of packet errors are depicted categorized by the energy
of the neutron beam that produced them. For each packet content error type
only the occupied SRAM latches that could cause it if altered are considered.
The values assume a 10% fluence uncertainty and use a 95% confidence level.
The probability for the SRAM latches to suffer SEUs is approximately equal
between the error types. The rate of SEUs is significantly increased at 24 MeV
compared to 20 MeV, translating into the relatively substantial cross-section
values. The SRAM SEUs cross-sections were estimated at 5.82+1.18

−1.18 × 10−14;

9.16+2.01
−1.99×10−14 and 37.18+7.39

−7.39×10−14 cm2/bit at 20, 22 and 24 MeV energies,
respectively. These values are more pessimistic than in reality because they are
based upon the total output packet error counts, but a single bit flip may cause
multiple errors to be reported.

SRAM bit flips can cause temporary or permanent (i.e. until reset) losses
of synchronization between the VMM3 data and the L1 triggers. Two such
scenarios were simulated and are presented in the full thesis.

Considering the 24 MeV cross-sections, the estimation is that each ROC will
experience 150 < 232 < 331 FF and 17593 < 21957 < 26323 SRAM SEUs per
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4.2 Irradiation tests results

year in NSW at LLHC = 1034 cm−2 · s−1. These are equivalent to 1.39 < 2.15 <
3.06 FF SEUs/min and 163.07 < 203.52 < 243.99 SRAM SEUs/min, in all 4875
ROC ASICs which will be installed and function concurrently for NSW.

(a) FF SEUs (b) hit content errors

(c) parity errors (d) VMM missing errors

Figure 19: Normalized histograms and theoretical probability density functions
of the interarrival times in the case of FF SEUs and the three most frequent
types of output packet errors observed during a 24 MeV run.

Figure 20: Cross-sections of the FF SEUs and the four most frequent types of
packet errors with a fluence uncertainty of 10% and a 95% confidence level.
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5 An application

During the development of the FPGA design for the validation of the ROC digi-
tal part, its digital functional mass-testing, performance assessment and irradia-
tion qualification, one of the most useful deployed tools was the Xilinx ILA [44].
It increased considerably the observability within the FPGA design and there-
fore its debuggability and allowed the extensive analysis of the radiation-induced
output packet errors. However, the tool has some constraints and limitations.
Thus, the idea of a new FPGA ILA design that mitigates these limitations with
changes to both the current method and apparatus was born. The improved
performance and efficiency come at the cost of increased complexity.

The Logic Analyzer (LA) is an electronic instrument used to digitize, sample,
store, display, decode, debug and analyze windows of multiple concurrent digital
signals of interest from digital circuits and systems. In contrast to oscilloscopes,
LAs are dedicated to exclusively probe digital signals at the data level on many
more channels. Even if real-world digital signals are in fact analog, the probing
LA channels transform them into digital representations. Oscilloscopes are used
to analyze characteristics of signals considered digital (e.g. rise and fall times,
fill factor, jitter and skew, etc.). LAs translate the same signals into logical 1’s
and 0’s to determine the data and protocol correctness. An integrated LA (ILA)
is an accessory that enhances the functionality of an electronic instrument or
device, e.g. a Digital Storage Oscilloscope that incorporates an LA becomes a
Mixed Signal Oscilloscope. An FPGA ILA is partially implemented into the
FPGA’s configurable logic. It acquires sample windows of selected signals from
the implemented design and transfers them to a host computer where they can
be interpreted, checked, stored and visualized as timing diagrams.

The identified limitations of the available FPGA ILAs (i.e. Xilinx ILA and
Altera SignalTap II [55]) are the following: (i) the sampling depth (i.e. the
acquisition window size) is constrained by the size of the available unused SRAM
on the FPGA device; (ii) the sampling depth is constrained to be strictly a power
of two; (iii) the available SRAM cannot be fully used; (iv) the SRAM cannot be
combined with other sequential resources available on the device like dedicated
FIFOs, distributed memory (from Look-Up Tables - LUTs) and FFs/registers;
(v) the queuing algorithm and the relatively slow speed of the interface to the
host computer cause increased and in some conditions unnecessary dead-time
translating into missed triggers and signals of interest; (vi) re-implementation
of the design is necessary when different signals must be probed which means
lost time proportional with the complexity of the design and (vii) no available
data about the moments of occurrence or the counts of triggers.

The proposed solutions are: (i) use a higher speed interface (e.g. 10 Gbps
Ethernet) for sample data transfer; (ii) use a configurable scheduling algorithm
that shares the available bandwidth with the user design and transmits data
while being sampled instead of waiting for the buffer to fill; (iii) remove the
constraint that the depth of the buffer must be strictly a power of two; (iv)
extend the queuing depth by combining the available sequential resources of
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the FPGA; (v) remove the need for re-implementation when different design
signals must be sampled by using the partial reconfiguration feature; (vi) add
timestamps and trigger counter values in each window of sampled data; (vii)
maintain the rest of the current functional features of the available FPGA ILAs.

In Figure 21 the proposed top-level architecture of an FPGA ILA which uses
an Institute of Electrical and Electronics Engineers (IEEE) 802.3 10 Gbps Eth-
ernet high-speed interface is depicted. The user logic (Device Under Verification
- DUV and Verification Environment - VE) has n different clock domains and
for each one an FPGA ILA probing system is deployed. The Ethernet inter-
face is shared in both directions with the DUV and the VE. Three variants for
the implementation of the Media Access Controller (MAC) and Physical (PHY)
Open Systems Interconnection (OSI) components are depicted: (i) both imple-
mented inside the FPGA; (ii) the MAC sub-layer implemented in the FPGA
logic and communicating with a PHY IC from the PCB hosting the FPGA and
(iii) both implemented outside the FPGA as ICs on the accommodating PCB.
The clock signal of the FPGA ILA processing system is shown as having the two
possible frequencies of 156.25 and 312.5 MHz because these are the frequencies
associated with most standard interfaces of communication between 10 Gbps
Ethernet MAC and/or PHY ICs, e.g. Advanced eXtensible Interface 4 (AXI4)
Stream [56] or 10 Gigabit Media-Independent Interface (XGMII) [57]. The pro-
posed scheduling algorithm for the usage of the 10 Gbps Ethernet interface is
Weighted Round Robin (WRR) implemented on a per-quanta basis. The size of
the quanta is configurable. The weights allocated to the clients are determined
by the throughput ratio of the FPGA ILA probing systems and the DUV and
VE logic. The FPGA ILA’s custom on-top of Ethernet protocol proposes an
Ethernet payload format that allows the multiplexed segmented transmission
of sampled data, data from VE, data from DUV, status notifications and the
reception of configuration commands and VE and DUV data.

The main advantage of the proposed design is the ability to sample larger
windows of signals than current JTAG-to-USB-based FPGA ILAs. The dead
time after a trigger fires is reduced and in some conditions even eliminated.
The design adds flexibility by using and combining built-in FIFOs, distributed
memory, registers and Block BRAM (BRAM) rather than only BRAM for data
buffering. It implies a more efficient use of the available FPGA resources (e.g.
FIFO depths not constrained to be powers of two). The design is suitable
both for close to real-time hardware-in-the-loop verification and reaching long
DUV/DUT operational intervals faster than in simulations. By using partial
FPGA reconfiguration, no re-implementation is required when other design sig-
nals must be sampled. Also, the designed ILA can transmit the data while it
is being sampled instead of waiting for the buffer to fill, stopping the sampling
and triggering and then flushing the buffer content to the host computer. In
addition, the proposed ILA can share the used high-speed interface with the
user design. Because most interfaces are full-duplex (e.g. the 10 Gbps Ethernet
interface), the FPGA’s receive link can be used for other communications with
the host computer, e.g. for driving internal FPGA signals in close to real-time
or receiving data to be processed by the DUV.
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Figure 21: The architecture of the proposed FPGA Logic Analyzer.

The main disadvantage is that the proposed design requires an FPGA device
capable of concurrently accommodating the user design, the ILA logic and the
high-speed interface. Additional resources are required: low-jitter clock sources
for pacing the high rate transfers and ICs implementing Data Link (DL) and/or
PHY OSI layers. If the FPGA internal logic also implements the DL and PHY
layers of the interface, the device requires high-speed transceivers, encoders,
decoders, scramblers and PLLs. A relatively large amount of the available IOs
must be dedicated when using the XGMII in the 10 Gbps Ethernet case. Other
disadvantages include tighter constraints upon the user design and higher power
consumption caused by the increased usage of resources and the higher operating
frequencies. The proposed design has increased complexity and requirements.
Last but not least, a host computer capable of accommodating the high-speed
interface and handling the transferred data is required.

The proposed FPGA ILA would have been a very useful tool during the
ROC’s irradiation testing since it enhances the observability of the test setup.
The results and analysis from Section 4 would have been consequently improved.
Unfortunately, Xilinx and other companies directly interested in this subject
protect their inventions with patents but are not bound to implement and pro-
vide them to the user of their tools and/or devices. Nevertheless, the proposed
high-speed time-multiplexed FPGA ILA resulted as an application/consequence
of the ROC’s mass-testing and irradiation qualification.
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6 Conclusions

All the subjects touched by this thesis relate to the high luminosity general-
purpose ATLAS Experiment from LHC. The LHC, operated by CERN, Geneva,
Switzerland, is the largest and highest-energy synchrotron in the world. The
experiments at CERN (including ATLAS) are used for fundamental research in
particle physics. To detect and characterize all the products resulted from the
collisions of the particle beams within ATLAS, advanced detector systems and
associated TDAQ systems were designed and successfully used, leading to the
confirmation of the theorized Higgs boson in 2012.

The current upgrade process implements the first phase of the HL-LHC
project which implies one order of magnitude increase in size for the collected
data (3000 fb-1 integrated luminosity at 14 TeV in 10 years). To cope with the
increased nuclear radiation and the necessity for more precise discrimination
and characterization of the collision’s effects taking place at higher rates, the
ATLAS TDAQ system, the associated software tools and part of the detector
system are being upgraded. Part of the upgraded NSW readout path, the ROC
is an on-detector radiation-tolerant ASIC acting as a concentrator, buffer, filter
and packet data processor. The presented work represents the author’s contri-
bution to its design, verification, implementation, quality assurance and con-
trol (including radiation qualification), support for integration, documentation,
mathematical and algorithmic descriptions. The author’s work was performed
while being a research assistant in the “Experimentul ATLAS de la LHC” (i.e.
The ATLAS Experiment from LHC) national research project as member of the
team from Transilvania University of Bras,ov.

The performed work covers: digital electronics design, digital circuits simu-
lation, digital circuit verification, programming, data structures and algorithms,
data communications, embedded systems, EDA tools, operating systems, script-
ing, statistics, signal processing, packet processors, network-on-chip, measuring
instruments and scientific and technical document preparation. The work im-
plied extensive real-world debugging, equipment use and measurements. In
addition, the author attended special courses presented by prestigious scientific
research centers6 7. Other covered topics include but are not limited to: modular
redundancy, schematic PCB design, digital circuit synthesis, digital circuit con-
straining, static timing analysis, design for testability, logic equivalence checking
for digital circuits, gate-level simulations of digital circuits, ASIC floor-planning,
ASIC placement and routing, digital circuit testing, goodness-of-fit assessment,
international scientific collaboration, research project management and dissem-
ination of scientific results.

The ROC design was successfully taped out for fabrication in August 2016.
Custom accommodating PCBs and functional FPGA-based test setups were

6“Comprehensive Digital IC Implementation & Sign-Off” held in November 2015 by the
Microelectronics Support Centre Science and Technology Facilities Council from Rutherford
Appleton Laboratory (RAL), Oxford, Didcot OX11 0QX, United Kingdom.

7“Verification for Digital Designs” held between 4 - 6 December 2019 by the Microelec-
tronics Support Centre Science and Technology Facilities Council from RAL.
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elaborated. The first ROC ASIC was powered up in the digital test setup in
March 2017. The chip was active but error flags were raised. Since then, the test
environment was massively improved. All the ROC’s functional features were
covered. The main causes for the initial errors were setup and hold violations
inducing meta-stability in the capturing FFs from both the ASIC and the FPGA
design. The high-speed serial lines between the ASIC and the FPGA required
calibration and the initial issues were solved.

The ROC digital design was also tested and validated by a team from Uni-
versity of Michigan, part of the NSW collaboration, using the same design for
the accommodating PCBs and the same type of FPGA evaluation boards but a
different, separate, in-house FPGA design based upon the chip’s specifications.
The ROC’s digital design was validated by both sides but some bugs that were
not design-breaking were discovered in the digital part. The Michigan team
also thoroughly analyzed the ROC’s analog part. In parallel, at Horia Hulubei
National Institute for Research and Development in Physics and Nuclear Engi-
neering (IFIN-HH), Măgurele, Romania, the ROC’s analog part was also tested.
An uncertain phase after power-up for each output clock signal relative to the
reference BC clock signal was discovered [47]. Thus the ROC’s ePLLs macros
were redesigned at IFIN-HH while the digital part remained the same.

The redesign solved the clock signals phase uncertainty and the new chip was
named both ROC1A and ROC2 [58]. Its mass fabrication was achieved on an
Multi-Project Wafer (MPW) alongside other NSW ASICs, as shown in Figure
22. Once it was confirmed that the analog redesign solved the phase uncertainty,
the AF region was also occupied by the ROC2 design. It was decided by the
NSW Group that the quality control of the fabricated samples will be carried
out using the digital test setup presented in Section 3 and a separate automated
analog test setup developed at IFIN-HH, Măgurele.

In the summer of 2018, the ROC was successfully tested while being hit
by ultrafast controlled neutron beams produced by the TANDEM accelerator
from NCSR Demokritos, Athens, Greece. The chip required a basic radiation
qualification process since it was part of the on-detector ATLAS electronics.
The ROC chip’s operation was not directly disturbed by the incident radiation
due to the implemented TMR but the data corruption in its SRAMs occurred
at a considerable rate. Estimations as accurate as possible were made for the
HL-LHC. The idea of a high-speed FPGA ILA with a different operation than
the provided one was born from the lessons learned during these experiments.

At Transilvania University of Bras,ov, a total of 2677 ROC1A/ROC2 chips
were tested using the two functional test FPGA designs (i.e. analog and digital)
replicated in up to three test benches. At least 4875 ROC1A/ROC2 ASICs will
function simultaneously within the NSW TDAQ system. The initial yields were
considered unsatisfactory, as the majority of chips were failing the digital test.
The calibration procedures for the high-speed transmission lines between the
ASIC and the FPGA were further improved. This also motivated the develop-
ment of the faster calibration algorithm from Section 3. The final digital testing
yields (87.5 % at nominal voltage and 68 % at sub-nominal supply voltage) were
considered satisfactory [58].

33



Figure 22: MPW containing NSW ASICs including the two ROC versions [59].

The author periodically reported the progress of the work and the testing
results in NSW coordination meetings. As an achievement and recognition for
his contribution to the Experiment, he completed the one-year ATLAS author8

qualification procedure in November 2018.

The ROC1A/ROC2 design passed all the NSW internal reviews and is in-
cluded in its readout system as shown in Figure 23. Published preliminary
integration results are beginning to appear [46].

Figure 23: Front-end NSW board containing one ROC chip. Original photos by
Anne Fortman, Harvard University ATLAS group.

As questions on the ROC’s performance in specific scenarios often arise, the
author proposed and validated a mathematical model for the maximum data
rates that do not induce loss (presented in Section 2).

8Person who officially has made significant contributions to the ATLAS experiment [60].
All ATLAS General Publications are signed by all active ATLAS authors (e.g. [61]).
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C02069, February 2016, https://doi.org/10.1088/1748-0221/11/02/
C02069 [26]

Papers 2, 3 and 6 are published in an international peer-reviewed scientific
journal dedicated to the instrumentation for detector and accelerator science,
indexed in the Web of Science database, having an impact factor of 1.454 in
2021. Papers 1 and 4 were published in the proceedings of international scien-
tific conferences organized in Romania, conferences that are also indexed within
the Web of Science database. Paper 5 is part of the proceedings of the Topical
Workshop on Electronics for Particle Physics (TWEPP) 2018 where the au-
thor also participated with a poster (link9: https://indico.cern.ch/event/
697988/contributions/3056039/).

Paper 6 presents the ROC’s context, data formats and design. Papers 2 and
3 include such descriptions for completeness. Thus, the research presented in
Section 2 is disseminated through these three papers. Paper 3 presents the ROC

9requires a CERN account.
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digital functional test setup, its design and performance validation and the mass-
testing results. Paper 4 describes the improved synchronization method for the
clock and data signals within this test setup. Thus, the research presented in
Section 3 is disseminated through these two papers. The ROC’s radiation qual-
ification presented in Section 4 is disseminated through paper 2. The research
related to the FPGA ILA from Section 5 is disseminated through paper 1.
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