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ičius, T. (2022). Correcting diacritics and typos with a ByT5 transformer model. Applied
Sciences, 12(5), 2636.

2. [20] Pakalniškis, L. (2022). Giliuoju mokymusi grįstas diakritinių ženklų atstatymas
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